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Beam Delivery System
• Main tasks:

• measure linac beam and match it to the final focus
• protect beamline and detector against mis-steered beams from the main linacs
• remove beam halo to minimise detector backgrounds
• measure and monitor key beam parameters (energy, polarisation) before and after the 

collisions
• extract and dump the spent beams

• Ecm,max= 500 GeV, upgradable to 1 TeV (with more magnets)

Chapter 8. Beam Delivery System and Machine Detector Interface

beam delivery are [160]: the fast extraction and tuneup beam line; the betatron and
energy collimation; the final focus; the interaction region; and the extraction line.
A diagnostic section to determine the beam properties is located at the end of the
main linacs. The layout of the beam delivery system is shown in Fig. 8.1. The BDS
is designed for 500 GeV centre-of-mass energy but can be upgraded to 1 TeV with
additional magnets.

Table 8.1. Key parameters of the BDS [161]. The range of L⇤, the distance from the
final quadrupole to the IP, corresponds to values considered for the existing SiD and
ILD detector concepts.

Parameter Value Unit

Length (start to IP distance) per side 2254 m
Length of main (tune-up) extraction line 300 (467) m
Max. Energy/beam (with more magnets) 250 (500) GeV
Distance from IP to first quad, L⇤, for SiD / ILD 3.51 / 4.5 m
Crossing angle at the IP 14 mrad
Normalized emittance �✏x / �✏y 10 000 / 35 nm
Nominal bunch length, �

z

300 m
Preferred entrance train to train jitter <0.2–0.5 �

y

Preferred entrance bunch to bunch jitter < 0.1 �

y

Typical nominal collimation aperture, x/y 6-10 / 30-60 beam sigma
Vacuum pressure level, near/far from IP 0.1 / 5 Pa

There is a single collision point with a 14 mrad beam-crossing angle. To support
future energy upgrades the beam-delivery systems are in line with the linacs and
the linacs are also oriented at a 14mrad angle. The 14mrad geometry provides
space for separate extraction lines and requires crab cavities to rotate the bunches
into the horizontal for head-on collisions. There are two detectors in a common IR
hall which alternately occupy the single collision point, in a so-called “push-pull”
configuration. This approach, which is significantly more challenging for detector
assembly and operation than a configuration with two separate interaction regions,
has been chosen for economic reasons.
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Table 8.2. Energy-dependent parameters of the Beam Delivery System [162].

Center-of-mass energy, Ecm (GeV)
Baseline Upgrades

Parameter 200 250 350 500 500 1000 (A1) 1000 (B1b) Unit

Nominal bunch population N 2.0 2.0 2.0 2.0 2.0 1.74 1.74 ⇥1010

Pulse frequency frep 5 5 5 5 5 4 4 Hz
Bunches per pulse Nbunch 1312 1312 1312 1312 2625 2450 2450
Nominal horizontal beam size at IP �

⇤
x 904 729 684 474 474 481 335 nm

Nominal vertical beam size at IP �

⇤
y 7.8 7.7 5.9 5.9 5.9 2.8 2.7 nm

Nominal bunch length at IP �

⇤
z 0.3 0.3 0.3 0.3 0.3 0.250 0.225 mm

Energy spread at IP, e� �E/E 0.206 0.190 0.158 0.124 0.124 0.083 0.085 %
Energy spread at IP, e� �E/E 0.190 0.152 0.100 0.070 0.070 0.043 0.047 %
Horizontal beam divergence at IP ✓

⇤
x 57 56 43 43 43 21 30 rad

Vertical beam divergence at IP ✓

⇤
y 23 19 17 12 12 11 12 rad

Horizontal beta-function at IP �

⇤
x 16 13 16 11 11 22.6 11 mm

Vertical beta-function at IP �

⇤
y 0.34 0.41 0.34 0.48 0.48 0.25 0.23 mm

Horizontal disruption parameter Dx 0.2 0.3 0.2 0.3 0.3 0.1 0.2
Vertical disruption parameter Dy 24.3 24.5 24.3 24.6 24.6 18.7 25.1
Energy of single pulse Epulse 420 526 736 1051 2103 3409 3409 kJ
Average beam power per beam Pave 2.1 2.6 3.7 5.3 10.5 13.6 13.6 MW
Geometric luminosity Lgeom 0.30 0.37 0.52 0.75 1.50 1.77 2.64 ⇥1034cm�2 s�1

– with enhancement factor 0.50 0.68 0.88 1.47 2.94 2.71 4.32 ⇥1034cm�2 s�1

Beamstrahlung parameter (av.) ⌥ave 0.013 0.020 0.030 0.062 0.062 0.127 0.203
Beamstrahlung parameter (max.) ⌥max 0.031 0.048 0.072 0.146 0.146 0.305 0.483
Simulated luminosity (incl. waist shift) L 0.56 0.75 1.0 1.8 3.6 3.6 4.9 ⇥1034cm�2 s�1

Luminosity fraction within 1% L1%/L 91 87 77 58 58 59 45 %
Energy loss from BS �EBS 0.65 0.97 1.9 4.5 4.5 5.6 10.5 %
e

+
e

� pairs per bunch crossing npairs 45 62 94 139 139 201 383 ⇥103

Pair energy per B.C. Epairs 25 47 115 344 344 1338 3441 TeV
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BDS Layout

Chapter 8. Beam Delivery System and Machine Detector Interface

8.3 Lattice description

The BDS lattice [163] starts 2254 m away from the Interaction Point; on the electron
side, the BDS follows the target bypass section of the positron source, while on the
positron side it starts after the Machine Protection and Collimation section of the
Main Linac [159].

8.3.1 Diagnostics, Tune-up dump, Machine Protection

The initial part of the BDS, from the end of the main linac to the start of the
collimation system, is responsible for measuring and correcting the properties of
the beam before it enters the Collimation and Final-Focus systems. In addition,
errant beams must be detected here and safely extracted in order to protect the
downstream systems. Starting at the exit of the main linac, the system includes
the skew-correction section, emittance-diagnostic section, polarimeter with energy
diagnostics, fast-extraction/tuning system and beta-matching section.
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Figure 8.1. BDS layout showing functional subsystems, starting from the linac exit;
X – horizontal position of elements, Z – distance measured from the IP.
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Collimation System

• Collimation system removes beam-
halo particles to reduce detector 
backgrounds
• halo electrons/positrons
• synchrotron radiation in final doublet

• BDS contains
• 32 variable aperture collimators
• 32 fixed aperture collimators

• Smallest apertures are 12 
adjustable spoilers in collimation 
system
• 0.6-1.0 X0 Ti spoilers with longitudinal 

Be tapers
• absorbers: 45-60 X0

Part II – The ILC Baseline Design 8.9. Crab cavity system

8.8.1.4 Shielding and protection of site ground water

Assuming a dry rock site, as in the baseline configuration, 50 cm of iron and 150 cm
of concrete shielding are needed between the dump and other areas of the tunnel
enclosure to protect equipment from radiation damage. If the chosen site is not
dry, the area surrounding the dump must be enveloped by an additional 2 m-thick
envelope of concrete to prevent tritium production in the ground water.

8.8.2 Collimators

The beam-delivery system contains 32 variable-aperture collimators and 32 fixed
aperture collimators. The devices with the smallest apertures are the 12 adjustable
spoilers in the collimation system. To limit their impedance to acceptable levels,
these 0.6 � 1.0 X0 Ti spoilers have longitudinal Be tapers. Figure 8.16 shows a
collimator design suitable for the ILC [166, 201].

Figure 8.16. Tentative spoiler candidate design [166, 201].

8.9 Crab cavity system

Crab cavities are required to rotate the bunches from a 14 mrad crossing angle so
they collide head on. Two 3.9 GHz SC 9-cell cavities in a 2–3 m long cryomodule
are located 13.4 m from the IP. The cavities are based on the Fermilab design for a
3.9 GHz TM110 ⇡-mode 13-cell cavity [202, 203]. The ILC has two 9-cell versions (see
Fig. 8.17) of this design operated at 5 MV/m peak deflection. This provides enough
rotation for a 500 GeV beam and 100% redundancy for a 250 GeV beam [204, 205].
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• Collimators are survivable
• two/one full errant bunches (250/500 GeV/

beam)
• Collimation depths:

• ~6-9 σx, 40-60 σy 



Muon Background Suppression
• Muons from collimation system can reach the 

experimental hall:
• background source for the detector

• radiation protection issue

• Magnetised iron walls („tunnel fillers“) deflect 
muons deflect muons away from experimental hall
• At collimated halo fraction of 1-2 x 10-5, only few muons 

per 150 bunches reach detector hall

• Muon shield upgradable to 19 m length, plus 9 m 
shield downstream
• muon suppression capacity: 1 x 10-3 collimated beam 

fraction
Part II – The ILC Baseline Design 8.3. Lattice description

Figure 8.2. Schematic of the 5m-long magnetised muon shield installed in a tunnel
vault which is configured to accommodate a possible upgrade to a 19m-long shield.
The coil is shown in red, and blue arrows indicate the direction of the magnetic field
in the iron.

8.3.2.3 Halo-power handling

The power-handling capacity of the collimation system is set by two factors: the
ability of the collimators to absorb the incident beam power and the ability of the
muon-suppression system to reduce the muon flux through the detector. In the base-
line design, the muon-suppression system presents the more restrictive limitation,
setting a tolerance of 1�2⇥10�5 on the fraction of the beam collimated in the BDS.
With these losses and the 5m wall, the number of muons reaching the collider hall
would be a few muons per 150 bunches (a reduction by more than a factor of 100).
Since the actual beam-halo conditions are somewhat uncertain, the BDS includes
caverns large enough to increase the muon shield from 5 m to 19 m and to add an
additional 9 m shield downstream. Filling all of these caverns with magnetized muon
shields would increase the muon suppression capacity of the system to 1 ⇥ 10�3 of
the beam. The primary beam spoilers and absorbers are water cooled and capable
of absorbing 1 ⇥ 10�3 of the beam continuously.

8.3.2.4 Tail-folding octupoles

The final focus includes two superconducting octupole doublets [169]. These doublets
use nonlinear focusing to reduce the amplitude of beam-halo particles while leaving
the beam core untouched [170]. This “tail-folding” would permit larger collimation
amplitudes, which in turn would dramatically reduce the amount of beam power
intercepted and the wakefields. In the interest of conservatism, the collimation
system design described above does not take this tail folding into account in the
selection of apertures and other parameters.
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RESULTS AND DISCUSSIONS

Muon Distribution
Fig.6 shows two-dimensional distributions of total muon

flux for no, wall and donut muon-spoiler cases. From the
figures, most of muons are generated in thick collimators
such as PCs and ABs, and the muons bent by dipole and
quadrupole magnets are penetrating deeply in soil. From
Fig.6(b), the wall muon-spoiler sweepsmuons into side soil
region quite effectively. From Fig.6(c), on the other hand,
although muons generated before the five donut muon-
spoilers are swept effectively, more donut muon-spoilers
are needed also in the bending magnet section where the
muon-spoiler can hardly be inserted.

   Muon flux 
[mu/cm /sec]
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Figure 6: Two dimensional distributions of total muon flux
for (a)no, (b)wall and (c)donut muon-spoiler cases.
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Figure 7: MUCARLO to MARS ratio for the number of
muons at IR at various radii from the beam line for interac-
tion of 250 GeV positrons with individual PCs and ABs.

Table 1: Number of muons per bunch of 2×10 10 positrons
byMARS15 in various radii at IR hall compared among the
muon-spoiler types. Ratio to None (%) is in parenthesis.

Type R=6.5m 2.5m 2.0m
None 14.8 (100) 9.10 (100) 6.51 (100)
Donut 2.54 (17) 1.59 (17) 1.09 (17)
Wall 0.26 (1.8) 0.18 (2.0) 0.14 (2.2)

Muon Background at IR hall
Muon background at various radii from the beam line

at the IR hall by MARS15 are given in Table 1. Com-
pared with muons for no muon-spoiler case, suppressions
are about 1/5 and 1/50 for donut and wall muon-spoiler,
respectively. Muon-background dependence on the muon-
spoiler type at IR hall can clearly be seen also in Fig.6.

Comparisons between MARS15 and MUCARLO
Ratios of the muon backgrounds calculated with

MARS15 and MUCARLO are shown in Fig.7. MU-
CARLO does not take into account energy loss straggling.
MARS15 results with ”turned off” fluctuations become
10% closer to MUCARLO. A difference between the codes
reaches 65% in the momentum collimation section (AB5 to
ABE) where only 20% of the background muons are pro-
duced. For the dominating region (PC1 to PC5), the codes
agree within 10%.

CONCLUSION
Muon background suppression at IR hall was simulated

by MARS15, and suppressions are about 1/5 and 1/50
for the donut and wall muon-spoilers, respectively. MU-
CARLO code is in a agreement with MARS15 within 10
to 60% for 250 GeV positron on protection collimators and
absorbers, and it is expected to give a good agreement with
MARS15 for the entire simulation.

ACKNOWLEDGEMENTS
The authors wish to thank Cherrill Spencer (SLAC) for

her advices and calculations of the field maps of D- and
Q-magnets.

REFERENCES
[1] D.S. Denisov et al.,JINST (2006); Fermilab-FN-790 (2006).
[2] N.V. Mokhov, “The MARS Code System User’s Guide”,

Fermilab-FN-628 (1995); N.V.Mokhov et al, Fermilab-Conf-
04/053 (2004); http : //www − ap.fnal.gov/MARS/.

[3] I.S. Baishev et al.,“STRUCTProgram User’s Reference Man-
ual”, http://www-ap.fnal.gov/users/drozhdin/

[4] L. Keller, SLAC-PUB-6385 (1993)
[5] D.C. Carey et al., SLAC-246 (1980).
[6] M.A. Kostin et al., FERMILAB-FN–0738-rev (2004).

Drozhdin et al., SLAC-PUB-12741



Energy and Polarisation Measurement

• Polarimeters:
• Compton scattering
• Δp/p < 0.25%

• Spectrometers:
• magnetic chicanes
• ΔE/E < 100 ppm

• Dedicated chicanes 
upstream and 
downstream of the IP

Part II – The ILC Baseline Design 8.7. Instrumentation and feedback systems

8.7.2.2 Luminosity measurements

The ILC luminosity can be measured with a precision of 10�3 or better by measuring
the Bhabha rate in the polar-angle region from 30–90 mrad. Two detectors are
located just in front of the final doublets. The LumiCal covers the range from
30–90 mrad and the BeamCal covers the range from 5–30mrad. At 500 GeV centre-
of-mass energy, the expected rate in the LumiCal region is ⇠ 10 Bhabhas per bunch
train, which is too low to permit its use as an intra-train diagnostic for tuning
and feedback. At smaller polar angles of 5-30mrad the rate or energy deposition of
beamstrahlung e+e� pairs can be measured and provides a fast luminosity diagnostic.
The expected rate in this region is 15 000 pairs (and 50 TeV energy deposition) per
bunch crossing. Furthermore, the spatial distributions of pairs in this region can
be used to determine beam-collision parameters such as transverse sizes and bunch
lengths.

8.7.2.3 Polarisation measurements

Precise polarimetry with 0.25 % accuracy is needed to achieve the ILC physics
goals [194]. Compton polarimeters [164] are located both ⇠ 1800 m upstream of
the IP, as shown in Fig. 8.1, and downstream of the IP, as shown in Fig. 8.14, to
achieve the best accuracy for polarimetry and to aid in the alignment of the spin
vector.
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Figure 8.13. Schematics of upstream polarimeter chicane.

The upstream polarimeter measures the undisturbed beam before collisions. It
consists of a dedicated 4-bend horizontal chicane with the Laser-Compton IP in the
middle and a detector for the Compton-scattered electrons at the end, as shown in
Fig. 8.13. The length of the chicane is chosen such that the total emittance growth
due to synchrotron radiation stays below 1%, even at the highest beam energy of
500 GeV. The relatively clean environment allows a laser system that measures every
single bunch in the train and a large lever arm in analysing power for a multi-channel
detector, which facilitates internal systematic checks. The good field region of the
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individual dipoles is wide enough to accommodate all beam energies from 500 GeV
down to 45.6 GeV.
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Figure 8.14. Schematics of energy and polarimeter chicanes in the 14mrad extraction
line, shown in a configuration with two additional bends at the end. Longitudinal
distances are given from the IP. Also shown is the 0.75mrad beam stay-clear from
the IP.

The downstream polarimeter measures the polarisation of the outgoing beam
after collision. The estimated average depolarisation for colliding beams is 0.3 %,
and for the outgoing beam 1%. A schematic drawing of the extraction line is shown
in Fig. 8.14. In the high background environment of the disrupted beam, the re-
quired high laser power allows measurement of only a few bunches out of each train.
The chicane of the downstream polarimeter consists of six vertical bends to max-
imise the analysing power and to deflect the Compton-scattered electrons out of the
synchrotron-radiation fan [195].

Both polarimeters are designed to meet the physics requirements at all energies
from the Z pole to the full energy of the ILC.

8.7.3 Diagnostic and Correction devices

Each quadrupole, sextupole, and octupole magnet in the incoming BDS beam lines
is placed on a 5 degree-of-freedom mover, and has an associated BPM. There are
also several tens of correctors in the incoming beam lines for 5 Hz feedback, and in
the extraction lines, where there are no movers. The BPMs in the incoming beam
line are RF cavities, either S, C or L-band, depending on the beam line aperture.
Long chains of bends or kickers have sparsely placed BPMs. BPMs in the extraction
lines are button or strip-line design.

Additional instrumentation in the BDS includes a deflecting cavity to measure
vertical-time correlation, ion-chamber and PMT loss monitors, transverse profile
monitors for horizontal synchrotron light, OTR monitors, current monitors, pickup
phase monitors, etc.

192 —DRAFT— Last built: November 16, 2012



Crab Crossing

• Beams need to do crab crossing to preserve 
luminosity when colliding with 14 mrad 
crossing angle

• Crab cavities developed and tested that apply 
kicks to the beams

TM110 Dipole Mode

Chapter 8. Beam Delivery System and Machine Detector Interface

Figure 8.17. Field distribution for the operating mode of the 3.9GHz crab cavity [206].

The most challenging specification of the crab-cavity system is on the uncorre-
lated phase jitter between the incoming positron and electron cavities which must
be controlled to 61 fsec to maintain optimised collisions [207]. A proof-of-principle
test of a 7-cell 1.5 GHz cavity at the JLab ERL facility [208] has achieved a 37 fsec
level of control, demonstrating feasibility. The higher- and lower-order modes of the
cavity must be damped e↵ectively to limit unwanted vertical deflections at the IP,
as must the vertical polarization of the main deflecting mode.

Couplers with lower Qext and greater power-handling capability are required to
handle beam loading and LLRF feedback for o↵-axis beams. The crab cavity needs
⇠ 3 kW per cavity for about 10 msec, with a Qext of ⇠ 106 [204–206, 209]. The
crab cavity is placed in a cryostat with tuner, x � �y and roll adjustment which
provides proper mechanical stability and microphonic rejection. The cryostat also
accommodates the beam pipe of the extraction line which passes about 19 cm from
the centre of the cavity axis.

8.10 Accelerator Components

The total counts of the BDS accelerator components are summarized in Table 8.3.

Table 8.3. BDS components, total counts.

Magnets Instrumentation Dumps
& Collimators

Warm dipoles 190 BPMs C-band 262 Full power dumps 4
Warm quads 204 BPMs L-band 42 Insertable dumps 2
Warm sextupoles 10 BPMs S-band 14 Adjustable collim. 32
Warm octupoles 4 BPMs stripline/button 120 Fixed apert. collim. 32
SC quads 32 Laser wire 8 Stoppers 14
SC sextupoles 12 SR transv. profile imager 10
SC octupoles 14 OTR screens 2 Vacuum
Muon spoilers 2 Crab & deflection cavities 4 Pumps 3150
Anti-solenoid 4 Loss monit. (ion chamb., PMT) 110 Gauges 28
Warm correctors 64 Current monitors 10 Gate valves 30
SC correctors 36 Pick-up phase monitors 2 T-connections 10
Kickers/septa 64 Polarimeter lasers 3 Switches 30
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Final Focus

• De-focus beams to IR size (474 nm x 5.9 nm)
• Local chomaticity correction using sextupoles next to final doublets

Chapter 8. Beam Delivery System and Machine Detector Interface

8.3.3 Final focus

The role of the final-focus (FF) system is to demagnify the beam to the required
size (⇠ 474 nm (horiz) and ⇠ 5.9 nm (vert)) at the IP. The FF optics creates a
large and almost parallel beam at the entrance to the final doublet (FD) of strong
quadrupoles. Since particles of di↵erent energies have di↵erent focal points, even a
relatively small energy spread of ⇠ 0.1 % significantly dilutes the beam size, unless
adequate corrections are applied. The design of the FF is thus mainly driven by
the need to cancel the chromaticity of the FD. The ILC FF has local chromaticity
correction [171] using sextupoles next to the final doublets. A bend upstream gen-
erates dispersion across the FD, which is required for the sextupoles to cancel the
chromaticity. The dispersion at the IP is zero and the angular dispersion is about
⌘0x ⇠0.009, i.e. small enough that it does not significantly increase the beam diver-
gence. Half of the total horizontal chromaticity of the whole final focus is generated
upstream of the bend in order for the sextupoles to cancel the chromaticity and the
second-order dispersion simultaneously [172].
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Figure 8.3. BDS optics, subsystems and vacuum chamber aperture; S is the distance
measured from the entrance.

The horizontal and the vertical sextupoles are interleaved in this design, so
they generate third-order geometric aberrations. Additional upstream sextupoles
in proper phase with the FD sextupoles partially cancel the third-order aberrations.
The residual higher-order aberrations can be minimised further with octupoles and
decapoles. The final-focus optics is shown in Fig. 8.3.

Synchrotron radiation from the bending magnets causes emittance dilution, so it
is important to maximize the bending radius, especially at higher energies. The FF
includes bending magnets for 500 GeV centre-of-mass energy and space for additional
bending magnets that are necessary at higher energies. At 500 GeV, every fifth
bending magnet is installed, leading to an emittance dilution of 0.5 %; at 1 TeV,
with all bending magnets implemented, the figure is 1 %.

In addition to the final-doublet and chromaticity-correction magnets, the final
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S/C Final Doublet Design

• Final doublet will be separated 
for push-pull operations
• QF1 stays in tunnel
• QD0 moves with detector

• Split QD0 model optimised for 
running at lower energies

• Allows for tighter collimation 
depths at Ecm < 300 GeV
• ~10% vertical increase
• ~30% horizontal increase

Part II – The ILC Baseline Design 8.4. Interaction-Region Layout and Machine- . . .

IP vacuum is assumed to be achievable via QD0 cryo-pumping without external or
NEG pumps.

8.4.2.2 ILD in a push-pull configuration

The ILD detector is somewhat larger than SiD and is also designed to be assembled
from slices in a similar way to the CMS detector at LHC. The detector placement on
the platform preserves detector alignment and distributes the load evenly onto the
floor. The platform also carries some of the detector services like electronic racks.
The ILD slices have their own motion system based on air pads and grease pads.
In the parking position, the detector can be opened for maintenance by moving the
yoke slices on air pads from the platform. The QD0 magnets of ILD are supported
by an external pillar that couples the magnet directly to the platform floor. In the
barrel of the detector, the QD0 magnets are stabilised by a tie-rod system. This
arrangement allows the detector end caps to open to some extent without removing
the quadrupoles. An FSI system ensures the alignment of the quadrupoles to each
other and to the beam line that is defined by the stationary QF1 magnets.

8.4.3 Final focus

The ILC final focus uses independently adjustable compact superconducting mag-
nets for the incoming and extraction beam lines. The adjustability is needed to ac-
commodate beam-energy changes and the separate beam line allows optics suitable
for post-IP beam diagnostics. The BNL direct-wind technology is used to produce
closely spaced coil layers of superconducting multi-strand cable. The design is ex-
tremely compact and the coils are almost touching inside shared cold-mass volumes.
Cooling is provided by superfluid helium at 2K.

Figure 8.7. Schematic layout of magnets in the IR.

To facilitate “push-pull” at a shared IP, the superconducting final-focus magnets
are arranged into two groups so that they can be housed in two separate cryostats as
shown in Figure 8.7, separated by only warm components and vacuum valves. The
first cryostat grouping in Fig. 8.7 moves with the detector during switchover, while
the second remains fixed on the beam line.
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Figure 8.8 shows the engineering model of the magnets that are in the detector-
mounted cryostat: the QD0 quadrupole; the sextupole package; and the extraction
line quadrupole. In the current design, the QD0 magnet is split into two coils. This
allows for higher flexibility in running at lower energies.

Figure 8.8. Engineering model of the detector-mounted final-focus magnets [181].
The QD0 magnet is split into two coils to allow for energy flexibility.

The technology of the superconducting final-focus magnets has been demon-
strated by a series of short prototype multi-pole coils. The schematic layout of
magnets in the IR is shown in Fig. 8.7. The quadrupoles closest to the IP are
actually inside the detector solenoidal field and therefore cannot have magnetic-flux-
return yokes; at the closest coil spacing, the magnetic cross talk between the two
beam lines is controlled by using actively shielded coil configurations and by use of
local correction coils, dipole, skew dipole and skew quadrupole or skew sextupole, as
appropriate.

Additional optical elements are required in the IR to compensate the e↵ects of
the detector’s solenoidal field interacting with the accelerator IR magnets. The first
is a large aperture anti-solenoid in the endcap region to avoid luminosity loss due to
beam-optics e↵ects [182]. The second is a large-aperture Detector Integrated Dipole
(DID) [183] that is used to reduce detector background at high beam energies and
to minimise orbit deflections at low energies.

The vertical position of the centre of the incoming-beam-line quadrupole field
must be stable to order of 50 nm, in order to stay within the capture range of
the intra-train-collision feedback (see Section 8.7.1 and references [178, 184]). This
requirement is well beyond experience at existing accelerators and is being addressed
in a world-wide R&D program.
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Figure 4.26. QD0 cryostat

under construction. The partially assembled QD0 helium-containment vessel with
its alignment supports is shown in Fig. 4.28a and the start of assembly of the service
cryostat is shown in Fig. 4.28b. The QD0 prototype is designed to be compatible
with vibration stability measurement via a laser doppler vibrometer system, as well
as some internal accelerometers and external geophones. A conceptual design has
also been developed for a stabilised pickup-coil system that could be inserted into
the QD0 bore in an attempt to measure changes in the magnetic-field centre directly.
Such a stabilised probe is also very useful for direct measurement of the field-centre
stability of the SuperKEKB IR quadrupole magnets; its planned deployment there
will gain valuable experience of direct relevance to ILC.

Figure 4.27. QD0 service cryostat
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Vibration Analysis

• Vibration limits for QD0 
magnets:
• ∆(QD0(e+)-QD0(e-) < 50 nm 

during 1 ms pulse

• Beam transport 
simulations with different 
ground motion models 
take into account 
transfer functions of 
detector platform and 
QD0 support

• 50 nm goal can be 
achieved
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Figure 4.40. Vertical o↵set of the electron and positron beams at the IP for ground-
motion models A, B and C, with and without the QD0 transfer function included.

A more refined model developed by Collette et al. (see Fig. 4.41) [271] shows
that the technical noise developed by the detector is not harmful for the stability of
a QD0 supported from the endcap.

Figure 4.41. Induced vibrations (r.m.s.) vs. frequency on QF1(x0) and QD0 (x1)
with (right) and without (left) technical noise [271].

4.5.6 Alignment systems

The IR detector push-pull configuration places severe demands on the alignment
system both for the final-focus magnets and for the tracking subdetectors of the
SiD and ILD detectors. Rapid realignment of the quadrupoles will be essential to
minimise the downtime for colliding-beam running. In addition, the unprecedented
momentum and impact-parameter resolutions envisioned for the charged-particle
trackers also argue for prompt and precise a priori alignment, without the need to
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3.6 ATF2 Final-Focus Experiment

3.6.1 Introduction

The challenge of colliding nanometre-sized beams at the interaction point (IP) in-
volves three distinct issues:

• creating small emittance beams;

• preserving the emittance during acceleration and transport, and finally;

• focusing the beams to nanometers before colliding them.

The Accelerator Test Facility (ATF) at KEK is a prototype damping ring to deal
with the first issue and has succeeded in obtaining the emittances that almost satisfy
ILC requirements [197, 198]. ATF is now used as an injector for the ATF2 final-focus
test beam line, which was constructed in 2008 to study the third issue. ATF2 is a
follow-up to the Final-Focus Test Beam (FFTB) experiment at SLAC [116], but with
di↵erent beam-line optics based on a scheme of local chromaticity correction [117].
The beam line is shorter than that originally tested at FFTB and promises better
performance and greater extendibility to higher energies. As with FFTB, the value
of �⇤

y

and hence the vertical beam size at the optical focal point are chosen to have
a similar demagnification and yield a similar chromaticity as in the ILC final focus.
The primary goals for ATF2 are [199, 200]:

1. achieving a 37 nm vertical beam size at the IP;

2. stabilising the beam at that point at the nanometer level.

The main parameters of ATF2 are given in Table 3.12 together with the correspond-
ing values for the ILC.

Table 3.12. Main design parameters for ATF2 compared to ILC. The ATF2 37 nm
(at the IP) includes residual e↵ects from uncorrected higher-order optical aberrations.
Note that the ILC parameters here are those when ATF2 was designed. They are
slightly di↵erent from the present TDR values.

Parameter Unit ATF2 ILC

Beam energy E GeV 1.3 250
E↵ective focal length L⇤ m 1 3.5 - 4.5
Horizontal emittance ✏

x

nm 2 1.0 (damping ring)
Vertical emittance ✏

y

pm 12 2 (damping ring)
Horizontal IP � function �⇤

x

mm 4 21
Vertical IP � function �⇤

y

mm 0.1 0.4
Horizontal IP dispersion divergence ⌘0

x

0.14 0.0094
Relative energy spread �

E

% ⇠ 0.1 ⇠ 0.1
Vertical chromaticity ⇠

y

⇠ 104 ⇠ 104

RMS horizontal beam size �⇤
x

m 2.8 0.655
RMS vertical beam size �⇤

y

nm 37 5.7

The layout of the ATF/ATF2 facility and the design optical functions of the
ATF2 beam line are displayed in Fig. 3.40 and Fig. 3.41 , respectively. The optics
is a scaled-down version of the ILC design.
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water flowing in the magnets. Additional measurements after final installation of
the FD confirmed that the residual motions of the magnets relative to the IP were
within tolerance. The whole FD system is shown in Fig. 3.43 .

Figure 3.43. View of the final doublet installed on its rigid mechanical support system.

3.6.2.3 Cavity Beam-position Monitors

The ATF2 beam line is instrumented with 32 C-band (6.5GHz) and four S-band
(2.8GHz) high-resolution cavity beam-position monitors (BPM). There are also four
C-band and one S-band reference cavities to monitor beam charge and beam arrival
phase. In the diagnostics and final-focus sections, every quadrupole and sextupole
magnet is instrumented with a cavity BPM. The FD magnets use S-band BPMs,
while the remaining quadupoles are equipped with C-band BPMs. The usable mea-
surement range of the cavity BPMs was found to exceed the mechanical range of
quadrupole movers (±1.5mm). A resolution of 200 nm to 400 nm for the C-band
BPMs has been demonstrated [201].

3.6.2.4 IP Beam-size Monitor (IPBSM)

Measuring transverse beam sizes of tens of nanometers at the IP requires specialised
beam instrumentation, in particular a beam-size monitor based on laser interferom-
etry (IPBSM, also referred to as a Shintake monitor [202]). The IPBSM is based
on inverse Compton scattering between the electron beam and a laser interference
fringe pattern. For the ATF2 beam energy, the energy of the generated gamma rays
is typically rather low compared to that of bremsstrahlung photons, emitted when
beam-tail electrons interact with apertures and start showering, which are the main
detector background. In the monitor designed for ATF2, the signal is separated
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ATF2 Final Focus Experiment

• IP Beam Size Monitor (aka Shintake 
Monitor) measurement (February 
2012): 166.2 ± 6.7 nm:

• MC simulation of beam tuning 
procedure:
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Figure 3.44. The best modulation (M) measured to date by the IPBSM beam-size
monitor with the 30-degree crossing angle, M=0.52±0.02, taken in February 2012.
The measurement corresponds to a beam size of 166.2±6.7 (statistical) nm.

3.6.3.2 Software for Optics Analysis and Re-Design

Due to the non-linear nature of the FFS optics, multi macro-particle tracking soft-
ware has been used to test the performance of the optics, to develop beam-tuning
algorithms and to test their robustness under realistic error conditions. This has
been done independently with multiple codes, which provides a useful cross-check
of the methods used and the tracking software in the di↵erent codes themselves.
Codes used for these studies are Lucretia, SAD [206], MADX (MAPCLASS) [207]
and PLACET [208].

3.6.3.3 Optics Preparation and Beam-dynamics Simulation

In addition to the original FFS tuning procedure developed for ILC, three di↵erent
analyses environments were constructed based on MADX, SAD and Lucretia. These
are able to re-match the FFS optics and study e↵ects of errors using tracking through
the model lattice together with the inclusion of all envisaged error sources.

One such error source was discovered after construction was complete: the higher-
order multipolar components of many of the quadrupole and dipole magnets in the
EXT and FFS were large enough to generate aberrations at the IP which noticeably
increase the expected vertical spot size. Measurements of the normal and skew
multipole components of these magnets were made at IHEP, KEK and at SLAC and
inserted into the models. It was found that multipole components up to octupole,
and in the case of the final doublet, up to 12-pole were important. To try and recover
the beam size closer to the design goal, a study was performed to try and re-match
the optics to mitigate the e↵ects induced by the measured multipoles. The result of
this process is shown in Fig. 3.45. By increasing the horizontal beta function at the
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Final Focus Feedback FONT

• Intra-train IP feedback system
• Measures offsets and angles of 

outgoing beam 
• Corrects incoming beam
• Beam-beam interction enhances 

nm level offsets to tens of mrad 
deflections

• Micron-resolution BPMs can 
detect offsets on sub-nm level

• Stripline kickers to correct the 
incoming beam

• Latency is crucial: ~4 bunch 
spacings possible

• BPMs and kickers need to be 
integrated in interaction region
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Figure 4.34. Schematic of IP intra-train feedback system. The deflection of the
outgoing beam is registered in a BPM and a correcting kick applied to the incoming
other beam.

inputs to the feedback. Two stripline kickers (K1, K2) are used to provide fast ver-
tical beam corrections. A third stripline BPM (P1) is used to witness the incoming
beam conditions. Upstream dipole corrector magnets (not shown) can be used to
steer the beam so as to introduce a controllable vertical position o↵set in the BPMs.
Each BPM signal is initially processed in a front-end analogue signal processor. The
analogue output is then sampled, digitised and processed in the digital feedback
board. Analogue output correction signals are sent to a fast amplifier that drives
each kicker. processed in the digital feedback board. Analogue output correction signals are sent to a fast amplifier that drives each 

kicker.   
 

Figure 2: Schematic of FONT5 at 
the ATF2 extraction beamline showing the relative locations of the kickers, BPMs and the elements of the feedback system. 
 
      The ATF can be operated to provide an extracted train that comprises up to 3 bunches separated by an interval that 
is selectable in the range 140 - 300 ns. This provides a short ILC-like train which can be used for controlled feedback 
system tests. FONT5 has been designed as a bunch-by-bunch feedback with a latency goal of around 140ns, meeting the 
minimum ILC specification of c. 150ns bunch spacing. This allows measurement of the first bunch position and 
correction of both the second and third ATF bunches. 
 
    The design of the front-end BPM signal processor is described in [4]. The top and bottom (y) stripline BPM signals 
were added with a resistive coupler and subtracted using a hybrid, to form a sum and difference signal respectively. The 
resulting signals were band-pass filtered and down-mixed with a 714 MHz local oscillator signal which was phase-
locked to the beam. The resulting baseband signals are low-pass filtered. The hybrid, filters and mixer were selected to 
have latencies of the order of a few nanoseconds to yield a total processor latency of 10ns [5,6].  
 

 
 

Figure 3: FONT5 digital feedback board. 

    The custom digital feedback processor board is shown in Figure 3. There are 9 analogue signal input channels in 
which digitisation is performed using ADCs with a maximum conversion rate of 400 MS/s, and 2 analogue output 
channels formed using DACs, which can be clocked at up to 210 MHz. The digital signal processing is based on a 
Xilinx Virtex5 FPGA [7]. The FPGA is clocked with a 357 MHz source derived from the ATF master oscillator and 
hence locked to the beam. The ADCs are clocked at 357 MHz. The analogue BPM processor output signals are sampled 
on peak to provide the input signals to the feedback. The gain stage is implemented via a lookup table stored in FPGA 
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Figure 4.35. Schematic of FONT5 at the ATF2 extraction beam line showing the
relative locations of the kickers, BPMs and the elements of the feedback system.

The ATF can be operated to provide an extracted train that comprises up to
3 bunches separated by an interval that is selectable in the range 140 ns to 300 ns.
This provides a short ILC-like train which can be used for controlled feedback system
tests. FONT5 has been designed as a bunch-by-bunch feedback with a latency goal
of around 140 ns, meeting the ILC specification of c. 150 ns bunch spacing. This
allows measurement of the first bunch position and correction of both the second
and third ATF bunches.

The front-end BPM signal processor [262] utilises the top and bottom (y) stripline
BPM signals, added with a resistive coupler and subtracted using a hybrid, to form a
sum and di↵erence signal respectively. The resulting signals were band-pass filtered
and down-mixed with a 714MHz local oscillator signal which was phase-locked to
the beam. The resulting baseband signals are low-pass filtered. The hybrid, filters
and mixer were selected to have latencies of the order of a few nanoseconds to yield
a total processor latency of 10 ns [263, 264].

The custom digital feedback processor board is shown in Fig. 4.36. There are
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FONT at ATF2

• 3 vertical BPMs
• 2 vertical stripline 
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• Latency: 140 ns
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distance

• Jitters of second bunch:
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Figure 4.34. Schematic of IP intra-train feedback system. The deflection of the
outgoing beam is registered in a BPM and a correcting kick applied to the incoming
other beam.

inputs to the feedback. Two stripline kickers (K1, K2) are used to provide fast ver-
tical beam corrections. A third stripline BPM (P1) is used to witness the incoming
beam conditions. Upstream dipole corrector magnets (not shown) can be used to
steer the beam so as to introduce a controllable vertical position o↵set in the BPMs.
Each BPM signal is initially processed in a front-end analogue signal processor. The
analogue output is then sampled, digitised and processed in the digital feedback
board. Analogue output correction signals are sent to a fast amplifier that drives
each kicker. processed in the digital feedback board. Analogue output correction signals are sent to a fast amplifier that drives each 

kicker.   
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correction of both the second and third ATF bunches. 
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resulting signals were band-pass filtered and down-mixed with a 714 MHz local oscillator signal which was phase-
locked to the beam. The resulting baseband signals are low-pass filtered. The hybrid, filters and mixer were selected to 
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which digitisation is performed using ADCs with a maximum conversion rate of 400 MS/s, and 2 analogue output 
channels formed using DACs, which can be clocked at up to 210 MHz. The digital signal processing is based on a 
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Figure 4.35. Schematic of FONT5 at the ATF2 extraction beam line showing the
relative locations of the kickers, BPMs and the elements of the feedback system.

The ATF can be operated to provide an extracted train that comprises up to
3 bunches separated by an interval that is selectable in the range 140 ns to 300 ns.
This provides a short ILC-like train which can be used for controlled feedback system
tests. FONT5 has been designed as a bunch-by-bunch feedback with a latency goal
of around 140 ns, meeting the ILC specification of c. 150 ns bunch spacing. This
allows measurement of the first bunch position and correction of both the second
and third ATF bunches.

The front-end BPM signal processor [262] utilises the top and bottom (y) stripline
BPM signals, added with a resistive coupler and subtracted using a hybrid, to form a
sum and di↵erence signal respectively. The resulting signals were band-pass filtered
and down-mixed with a 714MHz local oscillator signal which was phase-locked to
the beam. The resulting baseband signals are low-pass filtered. The hybrid, filters
and mixer were selected to have latencies of the order of a few nanoseconds to yield
a total processor latency of 10 ns [263, 264].

The custom digital feedback processor board is shown in Fig. 4.36. There are
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Figure 4.38. Distribution of verti-
cal beam position for bunch 2 at
P3, without (blue) and with (red)
feedback.

The expected performance of the feedback can be calculated from the measured
incoming jitter and knowledge of the bunch 1 – bunch 2 correlations. These corre-
lations were measured to be 98% and 97% at P2 and P3, respectively. Using:

�
02
1 = �2

1 + �2
2 � 2�1�2⇢12 � 2�2

r

it follows that one expects corrected beam jitters of 0.64 m and 0.83 m for bunch
2 at P2 and P3 respectively, in very good agreement with the measured values. The
coupled-loop feedback is operating at close to the optimal performance given the
degree of correlation between the two bunches.

This measured performance of the system was input into a beam-transport sim-
ulation [267] of the ATF2 beam line and the expected vertical beam position down-
stream of the FONT5 system was evaluated and compared with measurements. In
the absence of additional jitter sources and lattice imperfections the performance is
equivalent to stabilising the beam at the ATF2 IP to below the 10 nm level [267].

4.5.5 Push-pull system

The most e�cient architectural scheme for the push-pull operation is to have both
detectors installed on individual reinforced-concrete platforms (see Fig. 4.39). A
detailed report describes the outcome of a platform design study, which has been
carried out together with an external contractor [268] based on the following as-
sumptions:

• Maximum Detector Weight: 15 000 tons

• Movement duration: 5 hours

• Speed : > 1mm/s

• Number of movements: 10/year
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9 analogue input channels in which digitisation is performed using ADCs with a
maximum conversion rate of 400MS/s and 2 analogue output channels formed using
DACs, which can be clocked at up to 210MHz. The digital signal processing is
based on a Xilinx Virtex5 FPGA [265]. The FPGA is clocked with a 357 MHz
source derived from the ATF master oscillator and hence locked to the beam. The
ADCs are also clocked at 357MHz. The analogue BPM processor output signals
are sampled on peak to provide the input signals to the feedback. The gain stage
is implemented via a lookup table stored in FPGA RAM, alongside the reciprocal
of the sum signal for beam charge normalisation. The delay loop is implemented as
an accumulator in the FPGA. The output is converted back to analogue and used
as input to the driver amplifier. A pre-beam trigger signal is used to enable the
amplifier drive output from the digital board.

Figure 4.36. FONT5 digital feedback board.

The driver amplifier was manufactured by TMD Technologies [266] and provides
±30A of drive current into the kicker. The risetime is 35 ns from the time of the
input signal to reach 90% of peak output. The output-pulse length was specified
to be up to 10 s. The latencies were measured to be 133 ns (P2-K1) and 130 ns
(P3-K2).

An example of the feedback performance is given in Fig. 4.37 and Fig. 4.38,
which show the RMS vertical beam position (the ‘jitter’) of bunch 2 measured at P2
and P3, respectively. With the feedback o↵, the incoming jitter was measured to be
3.42 m at P2 and 3.21 m at P3. With the feedback on, the measured jitter was
0.64 m and 1.04 m, respectively, representing correction factors of approximately
5 and 3 respectively.

Figure 4.37. Distribution of verti-
cal beam position for bunch 2 at
P2, without (blue) and with (red)
feedback.
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Extraction Line

• Transports spent beams from IP 
to main beam dump

• Main issues:
• minimise beam losses
• keep space for beamstrahlung 

photon beam
• provide space and optics for 

diagnostics (polarisation, energy)

• Beam loss simulation (250 GeV 
beam): 
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focus includes: an energy spectrometer (see Section 8.7.2.1); additional absorbers for
the small number of halo particles that escape the collimation section; tail-folding
octupoles (see Section 8.3.2); the crab cavities (see Section 8.9); and additional
collimators for machine protection or synchrotron-radiation masking of the detector.

8.3.4 Extraction line

The ILC extraction line [173, 174] has to transport the beams from the IP to the
dump with acceptable beam losses, while providing dedicated optics for beam diag-
nostics. After collision, the beam has a large angular divergence and a huge energy
spread with very low-energy tails. It is also accompanied by a high-power beam-
strahlung photon beam and other secondary particles. The extraction line must
therefore have a very large geometric and energy acceptance to minimise beam loss.

The optics of the ILC extraction line is shown in Fig. 8.4. The extraction line
can transport particles with momentum o↵sets of up to 60% to the dump. There
is no net bending in the extraction line, which allows the charged-particle dump to
also act as a dump for beamstrahlung photons with angles of up to 0.75 mrad.
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Figure 8.4. Disrupted �-functions and dispersion in the extraction line for the nominal
250GeV beam.

The first quadrupole is a superconducting magnet 5.5 m from the IP, as shown
in Fig. 8.7. The second quadrupole is also superconducting, with a warm section be-
tween their cryostats. The downstream magnets are normal conducting, with a drift
space to accommodate the crab cavity in the adjacent beamline. The quadrupoles
are followed by two diagnostic vertical chicanes for the energy spectrometer and
Compton polarimeter, with a secondary focal point in the centre of the latter. The
horizontal angular amplification (R22) from the IP to the Compton IP is set to �0.5
so that the measured Compton polarisation is close to the luminosity weighted polar-
isation at the IP. The lowest-energy particles are removed by a vertical collimator in
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the middle of the energy chicane. A large chromatic acceptance is achieved through
the soft D-F-D-F quadruplet system and careful optimization of the quadrupole
strengths and apertures. The two SC quadrupoles are compatible with up to 250 GeV
beam energy, and the warm quadrupoles and the chicane bends with up to 500GeV.

The diagnostic section is followed by a 100 m-long drift to allow adequate trans-
verse separation (> 3.5 m) between the dump and the incoming line. It also allows
the beam size to expand enough to protect the dump window from the small undis-
rupted beam. A set of rastering kickers sweep the beam in a 3 cm circle on the
window to avoid boiling the water in the dump vessel. They are protected by three
collimators in the 100 m drift that remove particles that would hit outside the 15 cm-
radius dump window.

Figure 8.5. Power loss density in the magnet region for disrupted beam at 250GeV,
for high-luminosity operation.

Extraction beam loss has been simulated for realistic 250 GeV GUINEA-PIG
beam distributions [175], with and without beam o↵set at the IP. No primary par-
ticles are lost in the SC quadrupoles, and all particles above 40 % of the nominal
beam energy are transmitted cleanly through the extraction magnets. The total
primary loss on the warm quadrupoles and bends is a few Watts, while the loss on
the protection collimators is a few kW for the nominal beam parameters. Figure 8.5
shows that even for an extreme set of parameters, with very high beamstrahlung
energy loss, the radiation deposition in the magnet region is manageable.

8.3.5 Beam dynamics and emittance growth

Wakefield calculations for the BDS spoilers and absorbers give IP jitter amplification
factors [176] of Ax = 0.14 and Ay = 1.05 for an assumed collimation depth of 9�

x

and 65�
y

in the horizontal and vertical planes respectively. Estimated as �"/" =
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Main Beam Dumps

• Two tune-up and two main beam dumps in BDS
• Designed for 18MW 500 GeV beams (TeV upgrade already foreseen)
• 30 X0 10 bar water tank
• Beams are sweeped circularly over the 1mm thick Ti window
• Integrity of water system, dump and dump window are crucial
• Water activation products need to be filtered out
• H2O radiolysis products are treated in catalyst filters

Part II – The ILC Baseline Design 8.8. Beam dumps and Collimators

8.8 Beam dumps and Collimators

8.8.1 Main Dumps

The beam-delivery system contains two tune-up dumps and two main beam dumps.
These four dumps are all designed for a peak beam power at nominal parameters of
18 MW at 500 GeV per beam, which is also adequate for the 14 MW beam power of
the 1 TeV upgrade. The dumps consist of 1.8 m-diameter cylindrical stainless-steel
high-pressure (10 bar) water vessels with a 30 cm diameter, 1 mm-thick Ti window
and also include their shielding and associated water systems (Fig. 8.15). The de-
sign [196] is based on the SLAC 2.2 MW water dump [197, 198].

Figure 8.15. Left: Schematic of the 18MW water dump. Right: Temperature dis-
tribution at the shower maximum of the beam in the dump just after passage of the
beam train. The colour bar shows temperature in Kelvin; the maximum temperature
is 155 �C. The water inlets and sink are shown by white areas [199].

The dumps absorb the energy of the electromagnetic shower cascade in 11 m
(30 X0) of water. Each dump incorporates a beam-sweeping magnet system to move
the charged beam spot in a circular arc of 6 cm radius during the passage of the 1 ms-
long bunch train. Each dump operates at 10 bar pressure and also incorporates a
vortex-flow system to keep the water moving across the beam. In normal operation
with 500 GeV beam energy, the combination of the water velocity and the beam
sweepers limits the water temperature rise during a bunch train to 155 �C [199].
The pressurisation raises the boiling temperature of the dump water; in the event
of a failure of the sweeper, the dump can absorb up to 250 bunches without boiling
the dump water.

The integrity of the dump window, the processing of the radiolytically evolved
hydrogen and oxygen, and containment of the activated water are important is-
sues for the full-power dumps. The dump service caverns include three-loop pump-
driven 145 L/ s heat-exchanger systems, devices to remotely exchange dump windows
during periodic maintenance, catalytic H2-O2 recombiners, mixed-bed ion-exchange
columns for filtering of 7Be, and su�cient storage to house the volume of tritiated
water during maintenance operations.

—DRAFT— Rev: 893— Last commit: 2012-11-16— 193



Interaction Region Site Differences for Detectors

Flat Sites Mountain Sites

Access via vertical shaft: Access via horizontal tunnel:

~18 m diameter, ~100 m long ~11 m diameter, ~1 km long,
~10 % slope

Assembly in CMS style: Modified assembly scheme:

pre-assemble and test large detector parts assemble sub-detectors as far as possible

max. part dim.: < ~3.5 kt, < ~17.5 m max. part dim.: < ~400 t, < ~9m

minimise underground work (~1a) long underground work (~3a)

Installation schemes of detectors and 
machine de-coupled to large extent

Installation schemes of detector and 
machine coupled at high level



Mountain Underground Sites



Global Design Effort  - CFS

7T. Lackowski

Flat Sites: Experimental Cavern

More will be discussed in
 MDI presentation tomorrow



Interaction Region Radiation Shielding
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• Detectors are self-shielding w.r.t. maximum credible beam loss scenarios
• Adaptable shields between hall and detector („pacman“) required

Sanami et al., SLAC-RP-09-08



Summary

• A coherent design of the ILC Beam Delivery System has been developed for the TDR
• centre-of mass energy reach 500 GeV, upgradable to 1 TeV with additional magnets

• Complete lattice description exists
• Properties have been studied in beam simulations
• Critical hardware systems have been studied on prototype level

• QD0 design (warm and cold)
• Crab cavity
• Final focus studies at ATF2
• Feedback studies at ATF2
• (...)

• Interaction region design will be discussed in more detail in the Machine-Detector 
Interface presentation tomorrow.


